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ABSTRACT 
Currently the development of new programming codes faster and with fewer errors is a need that 
beginning to be satisfied. The use of artificial intelligence allows to model the characteristics of the codes 
made by a particular user and can model your style to program and generate codes easily and quickly. In 
this work, we prove the use of  artificial intelligence like Markov chains are used as a mathematical model 
applied in N-gram algorithms which show great effectiveness in generating new programming codes in C 
++. The tests carried out were directly elaborated in bigrams and trigrams which
implementation and have a robust use to the variations of identifiers.
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1. INTRODUCTION 
The field of artificial intelligence has developed rapidly as computing power has increased. 
Artificial intelligence refers to the ability to perform the intelligent functions of the human brain. In particular, some forms of reasoning, a learning and an overall improvement over time [1].
The uses of AI are varied with the main uses so far of being in the a
robotics. They form an integral part of modern optical character and voice recognition software, are widely used in robotics and have very widespread applications through the military. The use 
of AI is now spreading to the social sci
neural networks (ANNs) and genetic algorithms are becoming increasingly widespread 
especially in the fields of market research and prediction. The prediction is applied in several 
areas of life, from the weather to the valuation of stocks in the stock market, this is defined as: 
"action and to predict" as "the words that manifest what is predicts "; in this sense, to predict 
something is "to proclaim by revelation, science or conjecture something that
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Modelling, Programming  

The field of artificial intelligence has developed rapidly as computing power has increased. 
l intelligence refers to the ability to perform the intelligent functions of the human brain. In particular, some forms of reasoning, a learning and an overall improvement over time [1].

The uses of AI are varied with the main uses so far of being in the area of computing and 
robotics. They form an integral part of modern optical character and voice recognition software, are widely used in robotics and have very widespread applications through the military. The use 
of AI is now spreading to the social sciences, including business studies. The use of artificial 
neural networks (ANNs) and genetic algorithms are becoming increasingly widespread 
especially in the fields of market research and prediction. The prediction is applied in several 

the weather to the valuation of stocks in the stock market, this is defined as: 
"action and to predict" as "the words that manifest what is predicts "; in this sense, to predict 
something is "to proclaim by revelation, science or conjecture something that is to happen" [2].
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Word prediction is one of the most commonly used methods to help people with motor 
disabilities in both personal communication and writing. The advantages derived from their use 
of prediction depend on the degree of motor disability, th
measured in the acceleration in writing, and in the reduction of effort required to write text. Of 
the various applications for people with motor disabilities, there are success stories such as 
predictive editors, language teaching systems, and translators. In the case of the editors have 
been developed in several languages, among them, the Spanish language [3].
One of the editors created consists of a single button which is used through different menus that are presented sequentially and the user must press the button to select the desired option. This 
way the user can write text. The prediction of text allows writing complete words with the same 
effort that would entail writing a letter [4].
 
In the case of language teaching systems, including Spanish as a second language, it opens the 
door to the application as a predictive engine for teaching language as a pre
The system can pre-correct the student's options at the time of writing and solve thearises if a word is written with g or j, b or v, s or z, etc. One of the first implementations of a 
predictive tool, in the case of translation, was described in the form of a simple complete
system based on statistical models [5].
For over 20 years, word prediction has been an important technique for augmentative 
communication. Traditional systems have used word frequency lists to complete words that the 
user has already begun explaining. However, the most sophisticated prediction technon the previous word or syntactic rules have appeared in recent years [6].
In N-gram word prediction methods, (Figure 1) the n
current (nth) word. The n-gram data is collected by counting the occurrence of 
word sequence in a large body of text called the training text. For augmentative communication 
applications, n-gram techniques have been limited to unigram (n = 1) and bigrams (n = 2) 
prediction words, although trigram (n = 3) and upper N
language-related fields such as voice recognition and machine translation [7].

Figure 1
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Figure 1.  N-gram: Trigram and Bigram. 
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The N-grams have been used in various applications of artificial intelligence of which the 
following can be mentioned, mainly:

 In the segmentation of sentences based on Japanese language morphemes to detect 
which language structures are the most recurrent [8]. In automatic segmentation of sentences in Korean to words and running spaces in word 
spacing errors when spelling [9]. In the creation of a lexical analyzer based on the statistics of previous words and that 
served to know the regularity of certain expressions in the English language [10].

 
2. METHOD DESCRIPTION
The random process or stochastic process is denominated develops in the time in which the result in any stage contains some element that depends on the 
chance. The simplest case of a stochastic process in which the results depend on others occu
when the result in each stage depends only on the previous result and not on previous results. Such a process is called a Markov process or a Markov chain (a chain of events, each event 
bound to the preceding one) [11]
Given a sequence of random variab
process at time n. If the conditional probability distribution of X
Xn by itself, 
so: 

ܲ ቀܺ௡ାଵ ൌ ௫೙శభ
௑೙ ൌ ܺ

ܲሺܺ௡ାଵ ൌ ௫೙శభ
௑೙ ൌ ݔ 

Where xi is the state of the process at time 
state at t + 1 only depends on the state 
This analysis consisted of several stages. The first was to build a database of different users, by which it will be possible to obtain the characteristic patterns of programming of each one of 
them. The database consisted of a thousand files, part of which was used for training and another 
for validation. 
The database is classified by users, and these, in turn, will have a certain number (variable 
depending on the case) of programming code files (
and their respective codes allow at the time of making the prediction to know if it is possible to 
give successful results or not. 
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Given a sequence of random variables X1; X2; X3; ...; such that the value of Xn is the state of the 

. If the conditional probability distribution of Xn + 1 in past states is a function of 

ܺ௡ିଵ ൌ ,௡ିଵݔ … ܺଶ ൌ ,ଶݔ ଵܺ ൌ ଵܺቁ ൌ    (1) 
 
 

 ௡ሻ                                                                        (2)ݔ
 

Where xi is the state of the process at time i. This identity is the so-called Markov property: the 
only depends on the state at t and not on the previous evolution of the system

This analysis consisted of several stages. The first was to build a database of different users, by which it will be possible to obtain the characteristic patterns of programming of each one of 
he database consisted of a thousand files, part of which was used for training and another 

The database is classified by users, and these, in turn, will have a certain number (variable 
depending on the case) of programming code files (*. ccp). Since it is already defined each user 
and their respective codes allow at the time of making the prediction to know if it is possible to 
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In addition to the construction of the database, started with the development of a 
lexicographic analyzer, which allows separating from each file where this content the code in 
various tokens, which establish the hierarchy on the trends of how the programmer (Figure 2). 
Tokens let you know when they are used and under what circ

With all the above it is necessary to store this information to know the source of each token and 
in turn lay the basis of the statistics necessary to make the prediction in the future. Finally, this allows establishing the necessary bases to use the artificial intelligence method proposed an N
gram. 
N-gram is an artificial intelligence method used mainly to 
this, it will be a fundamental tool to be able to carry out the resolution of the problem.
Since the analysis pretends to be a reference in the statistical and implementation part of the 
artificial technique, it starts with the most basic structure of N
of a square matrix of dimensions of Nx
know if it is possible to carry out code prediction and how effective it can be.
To develop the bigram, a matrix is structure pertaining to Standard Library Template (STL) of which two of its most common 
structures, vectors and maps were not used.
Returning the development of the lexicogrintroduced in a map, together with a numerical value that allowed to know in which order is 
presented in the analyzed code and to be used later for the elaboration of the matrix.
Once the map was created and filled with the code information, the next step was to create an 
array, and for this, the second structure mentioned above, a vector, was used. This allowed for 
the flexibility needed by the matrix and the program, due to the nature of the analysis, thi
be in a constant phase of learning, and therefore, present the capacity to remember and increase 
its memory. 
For the bigram, we created a vector of vectors, which allowed us to create the matrix depending 
on the tokens introduced, and that this same
word will follow after which. 
Once the NxN dimension matrix and the map filled with the tokens and their respective values 
order of appearance were created, the values 
programming code combinations were entered into the matrix (Table 
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the flexibility needed by the matrix and the program, due to the nature of the analysis, thi
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programming code combinations were entered into the matrix (Table 1). 

International Journal of Computer Science and Technology (IJCST) Vol. 1, No. 1 

4 

In addition to the construction of the database, started with the development of a parser or 
lexicographic analyzer, which allows separating from each file where this content the code in 
various tokens, which establish the hierarchy on the trends of how the programmer (Figure 2). 

With all the above it is necessary to store this information to know the source of each token and 
lay the basis of the statistics necessary to make the prediction in the future. Finally, this allows establishing the necessary bases to use the artificial intelligence method proposed an N-

process natural language, because of 
this, it will be a fundamental tool to be able to carry out the resolution of the problem. 
Since the analysis pretends to be a reference in the statistical and implementation part of the 

, the bigram, which consists 
N la which will allow to work in only two dimensions, to 

necessary, this one was based on the use of a programming structure pertaining to Standard Library Template (STL) of which two of its most common 

aphic analyzer, the words or tokens obtained, were introduced in a map, together with a numerical value that allowed to know in which order is 
 

nd filled with the code information, the next step was to create an 
array, and for this, the second structure mentioned above, a vector, was used. This allowed for 
the flexibility needed by the matrix and the program, due to the nature of the analysis, this must 
be in a constant phase of learning, and therefore, present the capacity to remember and increase 
For the bigram, we created a vector of vectors, which allowed us to create the matrix depending 

genre then the statistical analysis to know which 
Once the NxN dimension matrix and the map filled with the tokens and their respective values in 

hat were present in the 



 

International Journal of Computer Science and Technology (IJCST) Vol. 1, No. 1

 
 

Table 1.

With the obtained matrix, this process was repeated again and again until having covered with 
all the codes designated for training.
Once the bigram was trained, a validation test was carried out to see if it is possible and with 
certain certainty to carry out the code prediction.
For this, a second application was developed, which will allow you to test with a second set of codes different from those used in training, and in turn, you will know that both are wrong with 
respect to that user. 
Finally, all the analysis was repeated, but this time, using a Trigram, which carried with it the
analysis of an array of NxNxN allowing t
prediction to the program. 
The database was obtained from a group of different programmers worldwide. For this purpose, 
the site http://www.planetsourcecollection of programming codes in different programming languages 
The programming codes obtained are written in English language both in their comments and in 
their variables, so that allowed more standardization of information for this
The database consists of 1000 files including files of different sizes and with extension * .cpp 
and * .h that go inside each folder and which in turn have different sizes.
All these files are written and commented in English, but does not exclude 
is useful for more languages. 
 
This phase is the actual reading of the source program, which is usually in the form of a 
character stream and performs what is known as lexical analysis: it collects sequences of 
characters in significant units called tokens, which are the words of a natural language, like 
English. 
In this way, you can imagine that a crawler performs a function similar to spelling.
Once the matrix and the map with their respective keys have been created, we begin with th
elaboration of the bigram and the record of the combinations shown in the programming code, with which we finally have the state machine necessary to perform the code prediction.
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The first word within the array is the combination of START_SYMBOL and the 
detected in the code, thus identifying that programming codes tend to form a certain pattern 
depending on the type of algorithm to be created and the programmer style.
Continuing, they are diagnosed which are the last and penultimate words of th
with which, it is possible to know the dependence of said words between them. This way the 
entire list is traversed until the end of the source code.
After the bigram was built, the first tests were started, with training based on 80% of 
database, and using the remaining 20%, to test.
Then the intermediate words of the programming code were taken into account so that the 
introduced word and the previous word were evaluated, and with the generated statistic the 
following prediction was made and it is counted as correct or incorrect as the case may be. At the 
end, after all the source code has been read for validation, it verifies if the code ends in a certain 
way that corresponds with the prediction of the bigram and the validation is do
prediction was correct or not. 
3. RESULTS 
The following tests were performed using the database consisting of 1000 different files, 
including files with .cpp extension and .h having an extensive vocabulary. The comparison will 
be carried out between two algorithms the bigram and the trigram and will highlight the 
advantages and disadvantages foreach test will be done with a group of training files, to have the greater reliabil
and trying to establish a stochastic regime. The words presented are exclusive content of the 
codes stored in the database and the test words are extracted from them.
In this test, the bigram was trained with the total of files that are 
arranged alphabetically and of different sizes, of extensions 
omitted comments and respects everything relevant in code, such as spaces, line breaks, 
tabulation, etc. This in order to know the programming style of the programmer who owns the 
programming codes. This test is intended to tes
which 6465 are unique. 
The files needed for validation are part of the database and are also present in the algorithm 
training, which is expected to have a low error rate and to be able to prove that the al
trained. 
Once the test was run simulations were made of which would be the possible words to use 
through the prediction and in turn be able to contrast this with the written by the author of the 
codes. 
Only tokens that have a higher probability 
be shown. 
From the validation files, there are a little more than 11 thousand tokens of which the test will be 
taken by taking some random to establish the efficiency of the algorithm and knowing well,
possible how well it is to make a prediction.

 
      

International Journal of Computer Science and Technology (IJCST) Vol. 1, No. 1

The first word within the array is the combination of START_SYMBOL and the 
detected in the code, thus identifying that programming codes tend to form a certain pattern 
depending on the type of algorithm to be created and the programmer style. 
Continuing, they are diagnosed which are the last and penultimate words of the list of tokens, 
with which, it is possible to know the dependence of said words between them. This way the 
entire list is traversed until the end of the source code. 
After the bigram was built, the first tests were started, with training based on 80% of 
database, and using the remaining 20%, to test. 
Then the intermediate words of the programming code were taken into account so that the 
introduced word and the previous word were evaluated, and with the generated statistic the 

made and it is counted as correct or incorrect as the case may be. At the 
end, after all the source code has been read for validation, it verifies if the code ends in a certain 
way that corresponds with the prediction of the bigram and the validation is done to know if the 

The following tests were performed using the database consisting of 1000 different files, 
including files with .cpp extension and .h having an extensive vocabulary. The comparison will 

out between two algorithms the bigram and the trigram and will highlight the 
disadvantages for the application in the prediction of code in C ++ language. In each test will be done with a group of training files, to have the greater reliability of the results 

and trying to establish a stochastic regime. The words presented are exclusive content of the 
codes stored in the database and the test words are extracted from them. 

the bigram was trained with the total of files that are counted in the database (1000), 
arranged alphabetically and of different sizes, of extensions *. ccp and * .h, of which they are 
omitted comments and respects everything relevant in code, such as spaces, line breaks, 
tabulation, etc. This in order to know the programming style of the programmer who owns the 
programming codes. This test is intended to test the algorithm with over 196 thousand tokens, of 
The files needed for validation are part of the database and are also present in the algorithm 
training, which is expected to have a low error rate and to be able to prove that the al
Once the test was run simulations were made of which would be the possible words to use 
through the prediction and in turn be able to contrast this with the written by the author of the 
Only tokens that have a higher probability of being considered for the type of token entered will 

From the validation files, there are a little more than 11 thousand tokens of which the test will be 
taken by taking some random to establish the efficiency of the algorithm and knowing well,
possible how well it is to make a prediction. 
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The first word within the array is the combination of START_SYMBOL and the first word 
detected in the code, thus identifying that programming codes tend to form a certain pattern 

e list of tokens, 
with which, it is possible to know the dependence of said words between them. This way the 
After the bigram was built, the first tests were started, with training based on 80% of the 
Then the intermediate words of the programming code were taken into account so that the 
introduced word and the previous word were evaluated, and with the generated statistic the 

made and it is counted as correct or incorrect as the case may be. At the 
end, after all the source code has been read for validation, it verifies if the code ends in a certain 

ne to know if the 

The following tests were performed using the database consisting of 1000 different files, 
including files with .cpp extension and .h having an extensive vocabulary. The comparison will 

out between two algorithms the bigram and the trigram and will highlight the 
the application in the prediction of code in C ++ language. In ity of the results 

and trying to establish a stochastic regime. The words presented are exclusive content of the 
counted in the database (1000), 

and * .h, of which they are 
omitted comments and respects everything relevant in code, such as spaces, line breaks, 
tabulation, etc. This in order to know the programming style of the programmer who owns the 

t the algorithm with over 196 thousand tokens, of 
The files needed for validation are part of the database and are also present in the algorithm 
training, which is expected to have a low error rate and to be able to prove that the algorithm is 
Once the test was run simulations were made of which would be the possible words to use 
through the prediction and in turn be able to contrast this with the written by the author of the 

of being considered for the type of token entered will 

From the validation files, there are a little more than 11 thousand tokens of which the test will be 
taken by taking some random to establish the efficiency of the algorithm and knowing well, if 
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In this test, we can conclude (as shown in Figure 3) that the program has an efficiency of more 
than 90% because in 100 tokens taken at random to perform test was only wrong in 7 because of 
both the group of training codes as validation are different, all done with both n
 

Figure 3.
It should be mentioned that the other tokens are not discarded as they are the symbol less than 
(<) because they also have an effect on what was showconsidered valid because it can be seen that in most the cases the program shows a group of 
tokens with high probability of being a possible option for the user.
 
4. CONCLUSIONS 
In this paper, we have presented the compar
purposes of the analysis, it was possible to conclude that the bigram has sufficient capacity and 
is less demanding in terms of memory and processor than the trigram and that despite having a 
shorter memory effect is quite efficient. The development in other languages 
only with slight adaptations of the code and with a new database to carry out the training and the 
validation. 
 
It can also be thought that in the future this work will serve
effectiveness against other methods such as Artificial Neural Networks.
Also among the discovered tokens is intended to make an application that when integrated into 
an IDE is more comfortable and agile the experience 
users. 
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Figure 3.  Token Prediction   
It should be mentioned that the other tokens are not discarded as they are the symbol less than 
(<) because they also have an effect on what was shown in the training, this test can be considered valid because it can be seen that in most the cases the program shows a group of 
tokens with high probability of being a possible option for the user. 

In this paper, we have presented the comparison of two n-grams, bigram, and trigram, for the 
purposes of the analysis, it was possible to conclude that the bigram has sufficient capacity and 
is less demanding in terms of memory and processor than the trigram and that despite having a 

effect is quite efficient. The development in other languages could be possible 
only with slight adaptations of the code and with a new database to carry out the training and the 

It can also be thought that in the future this work will serve as a basis for tests that show their 
effectiveness against other methods such as Artificial Neural Networks. 

the discovered tokens is intended to make an application that when integrated into 
an IDE is more comfortable and agile the experience of programming mainly for beginning 
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