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ABSTRACT 

Many Data Mining researchers are dedicated to researching and optimizing pattern extraction algorithms 
and / or valid rule generation algorithms. Most of these works condition the candidate patterns according 
to the minimum support threshold and filter the valid rules according to an arbitrary and subjective 
threshold of the confidence metric. In this paper, we have introduced another approach, an experimental 
study of generation of valid rules according to the interest measure 𝑴𝑮𝑲, tested with a dataset of didactic 
research. Data Mining, critical value, interest measures, association rules 
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1  MOTIVATIONS AND INTRODUCTION 
Extracting association rules is an important task in data mining. Numerous studies have already 
been carried out on the extraction of frequent patterns, rare patterns, frequent closed patterns, to 
optimize the treatment time. This work is based on the study of algorithmic complexity in order to 
make improvements on the processing time and the memory capacity used (Bastide and al. 2000) ,  
(Pasquier and al.1999),  (Liu and al.1999) and (Yun and al. 2003). 

Concerning the extraction of motifs, the authors finish their writings by evoking tables or curves 
illustrating the memory capacity absorbed according to the size of the database and the number of 
patterns or set of frequent patterns generated as a function of minimum support thresholds. During 
our experiment, we selected the algorithms: APRIORI, Close, A-Close (Agrawal and 
Srikant.1994). 

On the other hand, data mining processing continues on the valid association rules extraction 
algorithm. On the analysis of the rules of associations, several researchers frame their studies on the 
mathematical properties of measures (Guillaume 2000 and 2013), categorize and qualify measures in 
several classes (Feno 2007),. 

In this report, we will present the results of the experiments we have carried out with an ASI-MGK 
tool, which we have developed, and which is able to generate valid rules based on 42 quality 
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measures, whose valid association rules are filtered according to the critical value of the interest 
measures MGK, obtained from the khi-square independence test at 1 degree of freedom at the risk 
threshold α. 

 

1.1  Methodology 

1.1.1  Binary context and notions of association rules 

 An association rule extraction context is a ℬ = (𝒪, 𝐼, ℛ) triplet in which 𝒪 is called set of objects 
(or transactions), 𝐼 set of attributes (or items), and ℛ ⊆ 𝒪 × 𝐼 is a binary relation. An association 
rule is a pair (𝑋, 𝑌) ∈ 2ூ × 2ூ of patterns, noted: 𝑋 → 𝑌, where 𝑋 and 𝑌 are of disjoint motives 
(𝑋, 𝑌 ⊆ 𝐼 and 𝑋 ∩ 𝑌 = ∅), respectively called premise and consequent of the rule. Note for all 
𝑋 ⊆ 𝐼, 𝑋′ = {𝑒 ∈ 𝒪/, 𝑒ℛ𝑥, ∀𝑥 ∈ 𝑋}, called the extension of 𝑋. In what follows, let 𝑛 = |𝒪| and 
𝑃  be the uniform probability over (𝒪, 𝒫(𝒪)) , defined for all 𝑋 ⊆ 𝐼 , 𝑋′ ⊆ 𝒪  by: ∀𝑋 ∈

𝒫(𝐼), 𝑃(𝑋) =
௖௔௥ௗ௑′

௡
 

Definition 1. (Support) Support for a 𝑋 → 𝑌 association rule is the proportion of transactions in 
the database that contain 𝑋 ∧ 𝑌. (Agrawal and Swami. 1993) 

 𝑠𝑢𝑝𝑝(𝑋 → 𝑌) = 𝑃(𝑋′ ∩ 𝑌′). (1) 

 A rule 𝑟: 𝑋 → 𝑌 is valid according to support if 𝑠𝑢𝑝𝑝(𝑋 → 𝑌) ≥ 𝑚𝑖𝑛𝑠𝑢𝑝  

Definition 1. (Confidence) The confidence of a 𝑋 → 𝑌 association rule is the ratio of the number 
of transactions that contain 𝑋 ∧ 𝑌 to the number of transactions that contain 𝑋, (Agrawal and 
al.1993); 

 𝑐𝑜𝑛𝑓(𝑋 → 𝑌) = 𝑃(𝑌′|𝑋′) =
௉(௑′∩௒′)

௉(௑′)
. (2) 

 A rule 𝑟: 𝑋 → 𝑌 is valid according to confidence if 𝑐𝑜𝑛𝑓(𝑋 → 𝑌) ≥ 𝑚𝑖𝑛𝑐𝑜𝑛𝑓, or 𝑚𝑖𝑛𝑐𝑜𝑛𝑓 
∈]0,1[ arbitrarily set by the user. 

A 𝑟: 𝑋 → 𝑌  is valid on support-Confidence if 𝑚𝑖𝑛(𝑠𝑢𝑝𝑝(𝑋′), 𝑠𝑢𝑝𝑝(𝑌′)) ≥ 𝑚𝑖𝑛𝑠𝑢𝑝𝑝  and 
𝑐𝑜𝑛𝑓(𝑋 → 𝑌) ≥ 𝑚𝑖𝑛𝑐𝑜𝑛𝑓 .  

Definition 2. (Lift) The lift value of an association rule 𝑋 → 𝑌 is (Brin and al. 1997): 

 𝑙𝑖𝑓𝑡(𝑋 → 𝑌) =
௉(௑′∩௒′)

௉(௑′)௉(௒′)
. (3) 

 A rule 𝑟: 𝑋 → 𝑌 is valid according to lift if 𝑙𝑖𝑓𝑡(𝑋 → 𝑌) ≥ 𝑚𝑖𝑛𝑙𝑖𝑓𝑡, fixed 𝑚𝑖𝑛𝑙𝑖𝑓𝑡.  
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Lift is connected to confidence and support according to the relation below:  

 𝐿𝑖𝑓𝑡(𝑋 → 𝑌) =
௖௢௡௙(௑→௒)

௦௨௣௣(௒)
=

௖௢௡௙(௒→௑)

௦௨௣௣(௑)
= 𝐿𝑖𝑓𝑡(𝑌 → 𝑋). (4) 

Thus, Lift is a measure of symmetrical quality. This is one of the reasons why lift has been replaced 
by Conviction defined by (Brin and al. 1997);  

 𝐶𝑜𝑛𝑣(𝑋 → 𝑌) =
௉(௑′∩௒′)

௉(௑′)௉(௒′)
. (5) 

 Conviction then has the dual advantage of being both asymmetrical and implicative, ie 

𝐶𝑜𝑛𝑣(𝑌 → 𝑋) = 𝐶𝑜𝑛𝑣(𝑋 → 𝑌), ∀𝑋 → 𝑌. 

The validity of a rule according to the measures support, confidence and lift depends on a constant 
value previously chosen; the threshold is determined a priori by the user, this threshold does not 
take into account the nature of the data.  

Definition 3. (Valid rule) A rule between two patterns is valid according to a measure 𝑚 only 
depending on their contributions, ie  

𝑟: 𝑋 → 𝑌 is valid if 𝑚(𝑋 → 𝑌) > 𝑚(𝑋, 𝑌, 𝛼), where 𝛼1 and 𝑚(𝑋, 𝑌, 𝛼) is the critical value of 𝑚 
at seiul 𝛼, for two patterns 𝑋, 𝑌.  

Definition 4. (Correlation coefficient) Correlation measure of two patterns. (Lavrac end al. 1999). 

 𝜙(𝑋 → 𝑌) =
௉(௑′∩௒′)ି௉(௑′)௉(௒′)

ට௉(௑′)௉(௑′)௉(௑′)௉(௒′)
 (6) 

Its validity depends on the 𝜒ଶ and it determines a dependency between two patterns. 

Definition 5. (𝑀ீ௄)Let 𝑋 and 𝑌 be two reasons for a data mining context. We define the measure 
𝑀ீ௄ by:   

 𝑀ீ௄(𝑋 → 𝑌) = ቐ

௉(௒′|௑′)ି௉(௒′)

ଵି௉(௒′)
,  𝑖𝑓   𝑃(𝑌′|𝑋′) ≥ 𝑃(𝑌′)

௉(௒′|௑′)ି௉(௒′)

௉(௒′)
,  𝑖𝑓   𝑃(𝑌′|𝑋′) < 𝑃(𝑌′)

  (7) 

Note: 𝑀ீ௄
௙

(𝑋 → 𝑌) =
௉(௒′|௑′)ି௉(௒′)

ଵି௉(௒′)
, 𝑖𝑓 𝑃(𝑌′|𝑋′) ≥ 𝑃(𝑌′)  the favoring component which is 

responsible for pruning the rules.  

 

                                                      
1 A statistical threshold of pruning calculated directly from the data. 
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Definition 6. (Critical value 𝑀ீ௄௖௥) Given a ℬ database of 𝑛 transactions, where 𝑛௑ and 𝑛௒ 
are supports of the patterns 𝑋 and 𝑌 respectively. The critical value Mୋ୏ୡ୰ for the measure 𝑀ீ௄, 
proposed in (Totohasina and Feno 2008), is obtained in the following way. Consider a contingency 
table by crossing these two patterns 𝑋 and 𝑌, using Pearson’s chi-square (𝜒ଶ) statistic with one 
degree of freedom, such as:   

 

Mୋ୏ୡ୰(𝑋 → 𝑌, 𝛼) = ට
ଵ

௡

௡ି௡೉

௡೉

௡ೊ

௡ି௡ೊ
𝜒௖௥

ଶ , 𝑖𝑓   𝑋   𝑓𝑎𝑣𝑜𝑟𝑠   𝑌. (8) 

By the above definition, a rule 𝑟: 𝑋 → 𝑌  is valid according to Mୋ୏  if Mୋ୏
௙(𝑋 → 𝑌) ≥

Mୋ୏ୡ୰(𝑋 → 𝑌, 𝛼).  .   

 

Definition 1. (Interesting rules) 

1. A rule 𝑋 → 𝑌 is potentially interesting, if the support of its premise is inferior to that of its 
consequent.  

2. If the 𝑋 → 𝑌 rule is potentially interesting, then its 𝑌 → 𝑋 will also be;  
3. If the 𝑋 → 𝑌 rule is potentially interesting, then the 𝑌 → 𝑋 rule will no longer be 

interesting.  
4. If the 𝑋 → 𝑌 rule is potentially interesting, then the 𝑋 → 𝑌 rule will no longer be 

interesting.  

Proposition 1. Let 𝑋 and 𝑌 be two patterns such that 𝑃(𝑌|𝑋) ≥ 𝑃(𝑌) and 𝑃(𝑋) ≤ 𝑃(𝑌), then 
𝑀ீ௄(𝑌 → 𝑋) ≤ 𝑀ீ௄(𝑋 → 𝑌).   

Proof. Since 𝑃(𝑌|𝑋) ≥ 𝑃(𝑌), we have  

 𝑀ீ௄(𝑌 → 𝑋) =
௉(௑|௒)ି௉(௑)

ଵି௉(௑)
=

P(X∩Y)−P(X)P(Y)

P(Y)൫1−P(X)൯
=

P(X)

P(Y)

൫1−P(Y)൯

൫1−P(X)൯

P(X∩Y)−P(X)P(Y)

P(X)൫1−P(Y)൯
 

=
௉(௑)

௉(௒)

൫ଵି௉(௒)൯

൫ଵି௉(௑)൯
 𝑀ீ௄(𝑋 → 𝑌), hence 𝑀ீ௄(𝑌 → 𝑋) =

௉(௒)

௉(௒)

௉(௑)

௉(௑)
𝑀ீ௄(𝑋 → 𝑌).  

Now by hypothesis,  𝑃(𝑋) ≤ 𝑃(𝑌) ,  equals   𝑃(𝑋) ≥ 𝑃(𝑌) , so 𝑃(𝑋)𝑃(𝑌) ≤ 𝑃(𝑋)𝑃(𝑌) ,  
implies  𝑀ீ௄(𝑌 → 𝑋) ≤ 𝑀ீ௄(𝑋 → 𝑌).  
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1.1.2  Algorithm for extracting valid rules according to 𝑴𝑮𝑲 

This algorithm is based on Agrawal’s 𝐴𝑝𝑟𝑖𝑜𝑟𝑖 𝐺𝑒𝑛 − 𝑅𝑢𝑙𝑒𝑠 algorithm (Agrawal and Srikant.1994) 
with some modification of the measure and the threshold used.   

Algorithm  𝐴𝑝𝑟𝑖𝑜𝑟𝑖 𝐺𝑒𝑛 − 𝑅𝑢𝑙𝑒𝑠 using 𝑀ீ௄ 

𝒊𝒏𝒑𝒖𝒕 ℱ, 𝛼  𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑡𝑠 𝑖𝑡𝑒𝑚, risk error 
𝒐𝒖𝒕𝒑𝒖𝒕 ℛ   set of association rules 
begin   
 ℛ ← ∅ 
 for all 𝑘-motif 𝑙௞ ∈ ℱ, 𝑘 ≥ 2 do 

𝐻ଵ ← 1 − 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑡𝑠 𝑖𝑡𝑒𝑚 ∈ 𝑙௞ 
 for all ℎଵ ∈ 𝐻ଵ do 

Mୋ୏ୡ୰ ← 𝐶𝑎𝑙𝑐𝑢𝑙𝑀𝑔𝑘𝑐𝑟(𝐻ଵ ← 𝐻ଵ − ℎଵ, 𝛼) 
Mୋ୏ ← 𝐶𝑎𝑙𝑐𝑢𝑙𝑀𝐺𝐾(𝐻ଵ ← 𝐻ଵ − ℎଵ) 
if Mୋ୏ ≥ Mୋ୏ୡ୰ then 

ℛ ← ℛ ∪ {𝑟: 𝑙௞ − ℎଵ  ℎଵ}  
else 

𝐻ଵ ← {𝐻ଵ − ℎଵ}   
end 

 end 
𝑀𝐺𝐾𝐺𝑒𝑛 − 𝑅𝑢𝑙𝑒𝑠(𝑙௞ , 𝐻ଵ)  

 end 
 Return ℛ 
end 

 
 Where 𝑀𝐺𝐾𝐺𝑒𝑛 − 𝑅𝑢𝑙𝑒𝑠 is defined below; 
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Algorithm  𝑀𝐺𝐾𝐺𝑒𝑛 − 𝑅𝑢𝑙𝑒𝑠 

𝒊𝒏𝒑𝒖𝒕  𝑙௞, 𝐻௠, 𝛼   
𝒐𝒖𝒕𝒑𝒖𝒕 ℛ      set of association rules 
begin   

ℛ ← ∅ 
for all 𝑘-motif 𝑙௞ ∈ ℱ, 𝑘 ≥ 2 do 

𝐻ଵ ← 1 − 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑡𝑠 𝑖𝑡𝑒𝑚 ∈ 𝑙௞                                                                                                                             
for all ℎ௠ାଵ ∈ 𝐻௠ାଵ do 

Mୋ୏ୡ୰ ←CalculMgkcr(Hଵ ← Hଵ − h୫ାଵ, α) 
Mୋ୏ ←CalculMGK(Hଵ ← Hଵ − h୫ାଵ) 
if Mୋ୏ ≥ Mୋ୏ୡ୰ then 

ℛ ← ℛ ∪ {r: l୩ − h୫ାଵ  h୫ାଵ}  
Else                                     

Hଵ ← {H୫ାଵ − h୫ାଵ}  
end 

end 
MGKGen − Rules(l୩, H୫ାଵ)  

end 
Return ℛ  

end

                                                                                                                        

2  EXPERIMENTAL EVALUATIONS  

2.1  The numbers of rules extracted 

 In these two figures (fig 1) we showed the result of comparison of number of valid association 
rules based on the 𝑀ீ௄ measure validated according to an error threshold.   

 At the left, the number of valid rules according to 𝑀ீ௄ is compared with the number of 
valid rules for 𝑚𝑖𝑛𝑐𝑜𝑛𝑓 = 0.6, 0.7 and 0.8. 𝑀ீ௄-valid is comparable with confidance 
respectively for (𝛼 = 0.05, 𝑚𝑖𝑛𝑐𝑜𝑛𝑓 = 0.6), (0.01, 0.7) and (0.001, 0.8). 

 At the right, it is compared with the valid rules according to Lift for 𝑚𝑖𝑛𝑙𝑖𝑓𝑡 = 1.0, 1.05, 
1.15 and 1.25 

The corresponding alpha values with minlift are (𝛼 = 0.05, 𝑚𝑖𝑛𝑙𝑖𝑓𝑡 = 1), (0.05, 1.05), (0.05, 1) 
and (0.025, 1.25). 𝐿𝑖𝑓𝑡 is less selective than 𝑀ீ௄.  
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Figure 1: Variation of valid rules according to error thresholds 

  

Figure 2: Variation in the number of rules extracted according to the thresholds used  

2.2  The thresholds of validity 

The figures (fig 2) show the 129 rules extracted from all common patterns greater than 𝑚𝑖𝑛𝑠𝑢𝑝 =
0.3. On the right, the lift and confidence interest measures are compared to the function Mୋ୏ୡ୰(𝛼) 
for threshold 𝛼 = 0.025. The figure (fig 2) shows us that the rules extracted at this threshold are 
more pertinent and reliable than the extracted rules using 𝑚𝑖𝑛𝑙𝑖𝑓𝑡 = 1.32 and 𝑚𝑖𝑛𝑐𝑜𝑛𝑓 = 0.77.  

Lift does not allow you to choose between 𝑋 → 𝑌 and 𝑌 → 𝑋; in the sense of Lift, the rules 
𝑋 → 𝑌  and 𝑌 → 𝑋  are equivalent. The strong variation at the end of the curve indicates its 
sensitivity to the data size. The representative curve of 𝑀ீ௄  shows its robustness, its small 
variation and its normality (its values which are in the interval [−1,1]). 
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Compared with linear correlation coefficient, these two measures obviously have values between 
[−1,1], they can extract two types of rules; negative rules and positive rules. On the other hand, 
according to its properties, the linear correlation coefficient does not allow us to distinguish the 
rules 𝑋 → 𝑌 and 𝑌 → 𝑋. Which is not the case for the 𝑀ீ௄ measure. Like lift, it is sensitive to 
data size. 𝑀ீ௄ is also more discriminating. It seems that 𝑀ீ௄ has a lot more interest in these 
measures. 

2.3  Rule status extracted 

According to the figure (fig 3), using Confidence with 𝑚𝑖𝑛𝑐𝑜𝑛𝑓 = 0.77, Lift 𝑚𝑖𝑛𝑙𝑖𝑓 = 1.26, 
correlation coefficient and 𝑀ீ௄when risk of error 𝛼 = 0.05%, these four measures each generate 
19 valid rules. By taking advantage of the dynamic visualization window of the implicit graph of 
the ASI-MGK tool, after some reorganization, we will analyze the graphs obtained. The graphs 
produced are oriented graphs of the same order (order 13), of different connected components ie the 
rules produced are not the same. 

 

 

Figure  3: Implicative graph of the 19 extracted rules. 

From the point of view, we see that 𝑀ீ௄ and correlation coefficient produce the same graph. 

On the other hand, Lift differs in a few rules; the absence of the rule  {𝐹𝐸𝑀} ⇒ {𝐴𝑛𝐹} and the 
appearance of the rule  {𝑆𝑟𝐼} ⇒ {𝐴𝑛𝐼} testify to this. 

For that of confidence the difference is very remarkable; the disappearance of the rule {𝐴𝑛𝑀} ⇒
{𝑈𝑜𝐴} and the equivalent rules:  {𝑈𝑜𝐶} ⇒ {𝐹𝐸𝑀} and  {𝐹𝐸𝑀} ⇒ {𝑈𝑜𝐶} and the rule 
appearances  {𝑈𝑜𝐷} ⇒ {𝐴𝑎𝑀}, {𝑆𝑟𝐼} ⇒ {𝐴𝑛𝐼} and {𝑆𝑟𝑆} ⇒ {𝐴𝑛𝐼}. 
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3  CONCLUSIONS 
This new valid rule extraction approach introduced in this article is already integrated with 
ASI-MGK. We showed his ability to eliminate non-informative rules and his interest in graphical 
analysis of valid association rules using an implicative graph. 

This comparative study proves that commonly used measures such as Confidence and Lift are 
sometimes misleading; hides the valid rule and displays unnecessary rules. We also find that there 
is a correspondence between these measures at a certain threshold, except that the pruning 
thresholds remain subjective for the approaches based on the Confidence and Lift measures.  

So,why is it not also necessary to look for the critical functions of these measures? 

As a futur work, like the critical values of the MGK measure, we will consider developing an abacus 
of critical values on the other measures of qualities of the rules usually used such as lift and 
conviction, instead of using subjective thresholds. 
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